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We would like to thank all commentators for their insightful and thought-provoking commentaries. We find it
gratifying that the commentators represent a diverse array of expertise, as they have enriched the discussion with their
different perspectives on this topic. The commentaries have also identified and highlighted important open questions
in this field; an important step in advancing the field. Here, we discuss some of the important theoretical issues and
observations raised by de Haas and Rees [1], Spence [2], Alais [3], Vroomen [4], and Barone [5].

de Haas and Rees [1] underscore that crossmodal interactions appear to occur at multiple levels of processing, and
argue that any theory of multisensory perception should account for this phenomenon. We agree with this assessment.
As discussed in the target paper [6], crossmodal interactions have been reported for a variety of visual tasks ranging
from low-level perceptual tasks such as detection and motion perception, to high-level tasks such as object recognition.
Even for a simple low-level task, there appear to be interactions between modalities at multiple levels of processing.
For example, as noted by de Haas and Rees [1], in the numerosity judgment task (discussed in Sections 3 and 4 of
the target paper), fMRI revealed interactions in areas ranging from superior colliculus, V1, and STS [7,8], and MEG
revealed early-onset interactions in occipital regions followed by later interactions in parietal and frontal areas [9].
Interactions at multiple levels of processing are indeed consistent with a Bayesian inference scheme in which both
likelihoods (sensory representations) and priors (expectations) play a role in the perceptual process. While the combi-
nation of sensory information (likelihood functions) can occur at an early neural level of processing (e.g., V1, superior
colliculus, or thalamus), the priors may involve interactions at a range of neural processing levels. For example, in
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a spatial localization task, there are two components to priors involved in the inference process [10]. One component
encodes the expectation about the spatial location of objects. This prior likely reflects the life-long experience of the
observer, capturing the statistics of spatial layout of objects relative to the observer. Another component of priors is the
expectation of the auditory and visual stimuli having a common cause. This prior would also represent the statistics
of the environment (how often simultaneous visual and auditory stimuli have originated from the same object in the
past experience). Both of these priors can be learned by experience or hard-wired, and in either case, they could be
implemented at a low level of neural processing. On the other hand, both of these priors can also be influenced by
high-level knowledge, e.g., by instructions given by the experimenter about the setup of the stimuli, or by indirect
clues about the location of objects or unity of the stimuli (see [11] for an example). This type of prior or modulation
of the prior must involve top–down pathways and higher levels of neural processing. While these two kinds of pri-
ors have different origins and may involve different neural pathways, they both have the same kind of influence on
the perceptual inference process, and their effects may not be distinguishable behaviorally. Therefore, our answer to
de Haas and Rees’s question of “Can semantic instructions about modality or feature reliability alter Bayesian priors
for modalities or features?” is yes, we expect that at least some types of instructions (e.g., about the causal structure
of the stimuli) can change the integration process by altering priors. Indeed the example Vroomen [4] gives regarding
the effect of telling participants about the nature of sounds (that they are speech sounds) and its consequence on the
integration of auditory-visual information and speech perception is a very good example of the influence of instruc-
tions on modifying the perceptual process through a change in priors. Less clear is whether instructions about feature
reliabilities can affect the weight that is assigned to the different modalities.

de Haas and Rees [1] also ask the excellent question: “How would such an effect differ from the same kind of
effect mediated by implicit learning?” In the Bayesian decision theory framework discussed in the target paper, there
is no difference between the two types of priors (high-level and low-level) from a computational point of view. In
other words, both types of priors would have the same behavioral consequence. The mechanisms of these influences
are currently entirely unknown. It remains for the future research to shed light on how the different kinds of priors
get combined and exert influence in the inference process, what the underlying neural pathways for the top–down and
bottom–up priors are, to what extent low-level priors (representing statistics of the environment acquired by learning
or hard-wired) can be modified by top–down knowledge (e.g., instructions), and so on. These are all fundamental and
challenging questions facing the field of perception as a whole.

The extant data suggests that similar computational principles govern integration for tasks involving different do-
mains and levels of processing. Vroomen [4] draws attention to parallels between visual and auditory perception.
Vroomen [4] and Spence [2] both point out studies that—although they use very different experimental paradigms—
both suggest causal inference also plays a role in auditory-visual speech perception. Consistent with these observa-
tions, in a forthcoming review paper [12], we argue that causal inference is a process that is at the core of perception,
it occurs in both unisensory and multisensory perceptual tasks, and the same type of computation appears to be em-
ployed by the perceptual system in a variety of domains.

Spence [2] underscores the importance of binding problem and causal inference in multisensory perception when
there are multiple sensory stimuli. While we completely agree that this problem is significantly more critical and
challenging in conditions with multiple sensory signals (i.e., in natural conditions), we would like to point out that
this problem still exists even in the simplest scenario, in which there are only two sensory signals, e.g., a visual signal
and an auditory signal. Even in this simple case, there are two possible causal structures that could have given rise
to the signals (common cause, and independent causes), as depicted in Fig. 5c of target article. Indeed the traditional
studies of crossmodal interactions had bypassed the problem of causal inference by always using stimuli with small
to moderate conflict, and thus remaining within the realm of inferred common cause that results in a fusion of signals.

Alais [3] interprets a recent finding about influence of synchronous but spatially non-informative sound on visual
spatial target detection (also see last paragraph of Section 2.1 of target article) in light of the binding problem. Alais
makes the point that in the absence of any spatial auditory information, the temporal consistency between the auditory
and visual signals has to be very strong and compelling to lead to binding of the two, otherwise it could potentially
result in binding of wrong signals together. This is a very interesting observation, and is exactly what would be
predicted by an observer performing Bayesian causal inference [10,12,13] (also see Section 7 of target article). In
making an inference about whether two signals were caused by the same source or not, the Bayesian observer would
take evidence from various features into account. The consistency in time, space, structure (if the stimuli contain
structure), and semantics (if the stimuli have semantic content) would collectively contribute to the inference of
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a common cause [10]. The lower the degree of consistency in any of these dimensions, the lower the probability of a
common cause inferred by the observer. Therefore, a similar probability of a common cause (in the inference process)
can be achieved by having moderate consistency across all features, or having a strong degree of consistency in one
feature and lack of information in others.

de Haas and Rees [1] ask a novel question: “. . . could multimodal cues be combined between different individuals
in a Bayes-optimal fashion?” For example, if a blind person and a deaf person cooperate, can they jointly achieve
perceptual estimates that are as statistically optimal as those of a sighted-hearing person? This is an interesting ques-
tion because it highlights important issues about perceptual processing that are not well-understood. We believe that
a near-optimal perception for the team could be possible depending on whether or not the two individuals have the
same loss/utility function for the given task, and on the degree of conscious access the individuals have to the posterior
distributions underlying their sensory estimates, and the degree that they are able to communicate this information.
Contrary to the common belief that low-level perception is highly optimized by evolution and therefore the loss func-
tion used for these tasks is uniform across observers, we have recently found that there is variability across individuals
in the perceptual decision strategy (and hence the loss function) even in a low-level perceptual task [14].

Barone [5] offers relevant information about the cross-connectivity between sensory brain areas. We agree with
Barone that recent studies have not provided convincing evidence of visual areas being activated (as opposed to
modulated) by non-visual stimuli. The reports of response in Brodmann areas 17, 18, and 19 to acoustic stimuli in
older literature [15,16] have indeed been in cat, and Barone points out that the primate visual cortex may differ from
those of other mammals in this respect. Indeed we agree that it is important to note that the existence of multisensory
integration in a given area (e.g., V1) does not necessarily imply that the area can be designated as a multisensory area
per se.

Spence [2] raises an important question about the underlying mechanisms of crossmodal binding. We have shown
that crossmodal interactions gracefully degrade as the discrepancy between the two sensory signals increases [10].
This behavior is predicted by Bayesian causal inference model reviewed in the target article, as the larger the dis-
crepancy between the two signals the lower the probability that they were caused by the same object. As noted by
Spence [2], the binding of two signals also depends on the prior expectation of a common cause. These are two factors
that determine the probability of sensory signals having a common cause [10,13,17,18]. Spence [2] identifies atten-
tion as a likely important factor in crossmodal feature binding. Indeed some studies suggest that attention must be
spread across modalities for multisensory integration to occur; selectively attending to one modality may attenuate in-
tegration effects and possibly inhibit processing of the unattended modality. Such effects on multisensory interactions
have been reported behaviorally [19–21] and in an ERP study [22]. On the other hand, the findings of multisensory
effects in the absence of awareness of extramodal stimuli [23], and enhancement of visual cortex excitability before
conscious discrimination of sounds [24], discussed by de Haas and Rees in their commentary, suggest that attention
may not be needed for certain multisensory effects. The role of attention in multisensory binding and integration is
still an important open question that merits further examination.
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